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1. Introduction

The origin of valence bond (VB) theory dates back to the
landmark 1927 paper of Heitler and London,[1] which
described the bonding in the H2 molecule in terms of the
pairing of the two electrons in the two atomic orbitals (AOs)
and appeared as the quantum mechanical formulation of
LewisQs electron-pair bonding. The generalization to poly-
atomic molecules was later achieved by Pauling,[2] Slater,[3]

Wheland,[4] Eyring and Polanyi,[5] and their co-workers, and
led to novel and fundamental concepts, such as hybridization,
resonance, electronegativity, and provided a solid theoretical
ground for other ubiquitous chemical concepts such as the
arrow-pushing language in reactivity for instance. Those
concepts allowed the rationalization of huge amounts of
chemical observations by means of a few guidelines. In
particular, the notion of orbital hybridization proved ex-
tremely useful and was used to discuss molecular geometries
and bond angles in a variety of molecules, ranging from
organic to transition metal compounds. VB theory was
immediately adopted by chemists, who discovered a model
that was close to the traditional notion of valence that viewed
molecules as ensembles of atoms held together by local bonds.

About at the same time that VB theory was developed,
Hund[6] and Mulliken[7] developed molecular orbital (MO)
theory as an alternative approach, in which the electrons in
a molecule occupy delocalized orbitals made from linear
combinations of AOs. Yet, MO theory, with its delocalized
orbitals that seemed alien to everything chemists had thought
about the nature of the chemical bond, was not readily
accepted by chemists whereas VB remained the most popular
theory during the 1930–1950s.

By the mid-1950s, the tide started shifting slowly in favor
of MO theory, gaining momentum through the mid-1960s.
The first major impact was given by HgckelQs rules,[8] which
proved very useful to rationalize stability in p systems—
cyclopropenyl cation, tropylium, cyclopentadienyl anion.
Soon after, Walsh diagrams made a great impact on spec-
troscopists,[9] and the MO model was also found to be
particularly well suited to predict spectra and electronic
transitions. In the field of organic chemistry, the mechanisms
of pericyclic reactions were elegantly elucidated with the
publication of the MO-based Woodward–Hoffmann rules,[10]

and the model of FukuiQs frontier orbitals[11] proved successful
to predict many aspects of chemical reactivity. Moreover, MO
theory was naturally adapted to the study of extended
materials whereas VB was not. Last but not least, the
development of photoelectron spectroscopy and its applica-
tion to molecules in the 1970s showed that the spectra could
be easily interpreted as reflecting the energies of canonical
molecular orbitals.[12] This experimental support was taken by
many researchers and teachers as the decisive proof that MO
theory was the only legitimate chemical theory of bonding.
On the other hand, VB theory was claimed, on the basis of
simplistic reasoning, to be unable to account for, for example,
the two ionization potentials of methane or water or for the
triplet ground state of dioxygen. Yet, although the falseness of
such assertions (which, amazingly, keep appearing here and
there even in some recent textbooks)[13] could easily be
demonstrated on the back on an envelope[14] (see below),
a fence of misunderstanding started to build up between two
visions of molecules: the VB view that was close to the natural
language of chemists, with the electron pairs located in local
bonds or lone pairs, and the MO view with its electron pairs
represented as completely delocalized over the whole molecule.

One consequence of MO theory taking the upper hand
was some distrust about the concepts arising from VB, in
particular hybridization, which was deemed wrong by some
theoretical chemists and teachers. Despite this, chemists
continued to widely use the hybridization concept, which
easily explains molecular shapes as well as the transferabil-
ities of specific and constant bond lengths, bonding energies,
and vibrational frequencies of, for example, the C@H bonds in
each of the alkane, alkene, and alkyne families. However, they
were often feeling some vague guilt for using a concept that
was not in the tool kit of the prevailing theory of bonding and
was rejected by some theoreticians.
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Such was the situation up to the 1980s, when VB theory
started to make a strong come back, mainly because of the
emergence of qualitative and semi-quantitative applications
of VB theory to a variety of chemical and biochemical
problems.[15] Another factor that favored the VB renaissance
was the development of new methods for ab initio VB
calculations[16–19] and the availability of efficient and user-
friendly software with fast algorithms.[20, 21] It was then found
that high-level VB calculations could yield accurate results in
terms of energies and all kinds of molecular properties, just
like MO calculations followed by extensive configuration
interaction (CI). Moreover, even qualitative concepts arising
from VB such as resonance energy, interacting Lewis
structures, hybridization and so on, could be numerically
tested and given quantitative support. As an example among
many others, the hybridization model was convincingly
supported by Gerratt et al. , who showed in 1988 that the
most general and lowest-energy wave function that describes
the electronic structure of methane, as a single configuration
with fixed orbital occupancies, takes the form of four
equivalent sp3 hybrids, each being singlet-coupled to a hydro-
gen AO.[22] Last but not least, a powerful general reactivity
model, based on valence bond state correlation diagrams and
aimed at rationalizing/predicting the magnitudes of reaction
barriers from properties of reactants, started to be developed
by Shaik et al. and ended up as a unified system of thought of
the fundamentals of reactivity and reaction mechanisms.[23]

Today, it is fair to say that MO and VB theories are largely
accepted as being both correct, even if MO-CI remains by far
the most often used one in calculations, mainly for computa-
tional-cost reasons, whereas ab initio VB calculations are
appreciated as providing much more compact wave functions
for the same accuracy[24] and for their natural ability to
calculate diabatic states. On the other hand, what is still often
missing, we believe, is a real dual MO/VB culture, that is, the
recognition that both theories are equally valid from both the
qualitative and computational points of view; and more
generally, that the delocalized and localized pictures of the
electron pairs are also equally valid, despite the apparent
paradox. In addition, the knowledge of the bridges that allow
one to switch from one description to the alternative one is
very helpful to getting a complete view of the electronic
structure of a molecular state, as the localized view might
highlight one factor in bonding better than the delocalized
one whereas the reverse might be true for another factor.

The aim of this paper is to familiarize the reader with the
basic principles of the VB method, and to show, by means of
illustrative examples, the usefulness of the simplest bridges
among the many ones that have been devised so far[25–31] to
connect the delocalized pictures to the localized ones.

2. Basic Principles of Classical Valence Bond
Approach by Modern Methods

The VB wave function that we refer to in this paper is
a multistructure one, YVB, which is expressed as a linear
combination of Heitler–London–Slater–Pauling functions,
FK, in Equation (1):

YVB ¼
X

K

CKFK ð1Þ

where FK correspond to classical VB structures, and CK are
the corresponding structural coefficients. An important
feature of this method is that all the active orbitals, that is,
those that have varying occupancies in the VB structures, are
strictly localized on a single atom, so as to ensure a clear
correspondence between the mathematical expressions of the
VB structures and their physical meaning, for example,
displaying covalent or ionic bonds. Of course, such strictly
localized AOs are non-orthogonal. Other non-orthogonal VB
methods exist, using semi-localized atomic orbitals[32] but are
not discussed in this paper.

The coefficients CK in Equation (1) are determined by
solving the usual secular equation HC = EMC, where Ham-
iltonian and overlap matrix elements are defined as in
Equations (2) and (3), respectively:

HKL ¼ FKh jĤ FLj i ð2Þ

MKL ¼ FK j FLh i ð3Þ

In the VBSCF method of van Lenthe and Balint-Kurti,[16]

both VB orbitals and structure coefficients are simultaneously
optimized to minimize the total energy, in strong analogy with
the CASSCF method in the MO framework. As MO
configurations and VB structures span the same space of
configurations, the secular equations in the MO-CASSCF or
VBSCF framework, at this level of calculation, must lead to
nearly equivalent wave functions, albeit expressed in different
forms. Indeed, a full-valence CASSCF calculation, for exam-
ple a 8-electron-8-orbital calculation on methane, contains
the same number of configurations as a full-valence VBSCF
calculation on the same molecule (1764), and both methods
provide the totality of static electron correlation, whatever
the basis set of orbitals that is used. To summarize, the
coefficient and the energy of a VB structure in a VBSCF
calculation are as reliable as the coefficient and energy of an
MO configuration in a MO-based CASSCF.

3. Unitary Transformations in a Slater Deter-
minant: A Bridge between Delocalized and
Localized Pictures

The standard MO wave function involves canonical MOs
(CMOs), which are permitted to delocalize over the entire
molecule. However, it is well known[25] that replacing two
orbitals by their sum and difference, or more generally
making any unitary transformations of the orbitals, in a Slater
determinant keeps its total value rigorously unchanged and
hence leaves the corresponding many-electron wave function
invariant, yielding the same energy, electronic density, and
molecular properties as the original one based on CMOs. If
the unitary transformations are performed so as to comply
with a criterion of minimal repulsion between electron pairs,
the so-transformed orbitals appear as localized MOs (LMOs),
known also as localized bond orbitals (LBOs). The equiv-
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alence between CMO-based and LBO-based determinants is
expressed in Equation (4):

:::@cmo
i ::@cmo

j ::
444 444 ¼ :::@lbo

i ::@lbo
j ::

444 444 ð4Þ

These LBOs, which reveal an electronic molecular structure
made of electron pairs each localized on a single atom (lone
pairs) or between two atoms (bonds), have an obvious
relationship to the Lewis structures that have been used by
chemists to describe molecules for a century. For example, the
central atom of methane is found to display four sp3 hybrid
atomic orbitals (HAOs), pointing in tetrahedral directions
and each linked to the 1s atomic orbital of a hydrogen, quite
like the picture of methane arising from a VB calculation by
Gerratt[22] (see above). Similarly, alkenes and alkynes exhibit
local electron pairs in LBOs involving sp2 and sp HAOs,
respectively, uniquely defined at the Hartree–Fock level and
free of any a priori assumption. This clearly shows that the
localized representation of electron pairs and Lewis struc-
tures are already present at the localized Hartree–Fock level
in MO theory.[25] Today, thanks to the possibility for anyone to
get well-defined HAOs by just pressing a button using
modern chemistry software, the hybridization concept is
generally accepted, despite rare exceptions.[33, 34]

Of course, the localization of orbitals by unitary trans-
formations can be applied to lone pair orbitals as well as
bonding ones. This leads us to the much debated question of
the rabbit-ear lone pairs of H2O.

3.1. What Are the “Real” Lone Pairs of H2O?

Two representations are popular for the lone pair orbitals
of the water molecule: 1) The “rabbit-ear” orbitals, which are
two equivalent HAOs, approximately of sp3 type and making
an angle of circa 11288,[14b] one above and one below the
molecular plane (hu and hd in Figure 1) and 2) the CMOs,
respectively of s and p types, which are non-equivalent (n and
p in Figure 1). The rabbit-ear orbitals hu and hd are nothing
else than the sum and difference of the n and p CMOs.

Two opposite commonly used arguments support one
representation or the other:
- The oxygen atom of water may form two equivalent

hydrogen-bonds with neighboring molecules, for example,
with other water molecules in ice. Now a hydrogen-bond is
not only an electrostatic interaction but is also partially
covalent, and therefore displays some bonding orbital
interaction between a lone pair orbital of oxygen and the
1s orbital of the neighboring hydrogen.[35] Since the two
hydrogen-bonds are equivalent, the lone pair orbitals that
are involved in these bonds should also be equivalent.

- The photoelectron spectrum of water shows two different
ionization peaks, which correspond fairly well to the
respective energies of the p and s CMOs, p and n in
Figure 1. Assuming that one gets ionized water by simply
taking off an electron from one of its lone pair orbitals, the
lone pair orbitals must be non-equivalent and therefore be
the CMOs rather than the rabbit-ears.

It is undeniable that the non-equivalent s–p CMOs are
a valid orbital set for the lone pairs of water, since they
directly arise from a standard Hartree–Fock calculation
whose many-electron wave function reproduces the molec-
ular properties fairly well. It is also undeniable that applying
a localization procedure, through unitary orbital transforma-
tions,[25] provides two equivalent lone pair orbitals of quasi-sp3

type (see Figure 1), making an angle of 11288 very close to the
angle 11488 between the two hydrogen bonds made by the
oxygen atom in ice,[14b] and we know that this orbital set
provides exactly the same many-electron wave function as the
CMO set. It follows that the rabbit-ears also provide a valid
set of lone pair orbitals for water, just like the s–p CMOs!
Why, then, are there two distinct ionization potentials for
water? To answer this question, one must re-examine the
argument that is so often used to declare the rabbit-ears
invalid.

This argument is based on the supposition that one gets
the picture of ionized water just by removing one electron
from a lone pair orbital. While this is true in the CMO
representation, in which the orbitals are symmetry-adapted,
this is not true in the localized representation. Indeed, simply
removing an electron from one of the localized lone pairs
leads to either the h2

dh1
u or the h2

uh1
d configuration (respectively

in blue and red in Scheme 1) but neither of these VB
structures may represent, by itself, ionized water because
neither matches the symmetry of the molecule. Thus, a correct
representation of ionized water must be a combination of h2

dh1
u

and h2
uh1

d, and not any one of these functions alone. Now there
are two possible combinations, one positive and the other
negative, respectively leading to the correct high-lying 2A1

and low-lying 2B1 ionized states, thus accounting for the two
distinct ionization potentials.

Note that the two ionization potentials IP1 and IP2 of
Scheme 1, which are obtained with the rabbit-ear represen-
tation, are quantitatively exactly the same as the ionization
potentials obtained in the CMO framework, as the energies of
the n and p CMOs of Figure 1.[36]

Finally, back to the subsection title question, what are the
real lone pair orbitals of H2O? This question has actually no
answer, as it implies the fundamentally wrong assumption
that orbitals would be some real, uniquely existing objects
that could possibly be experimentally observed, just like, for
example, electron densities, dipole moments, and so on. As

Figure 1. Canonical orbitals for the lone pairs of H2O (n,p) and
equivalent localized rabbit-ear orbitals resulting from their sum and
difference (hu, hd).
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has been recently reaffirmed,[37] this is obviously not the case,
since orbitals are neither unique nor observable, as molecular
energy and density are invariant to unitary orbital trans-
formations within a given subspace, as has been recalled
above.

Now, a slightly different question might be, “What is the
best (chemically speaking, that is, more insightful or more
convenient than another depending on which chemical
property one wishes to illustrate or compute) orbital set to
describe a given molecule?” For example, to obtain an orbital
set that best shows how some electron pairs arrange
themselves in 3D space, one can use a physical criterion of
minimal repulsion between electron pairs,[25] which will
provide, for example, a set of LMOs with two rabbit-ear lone
pair orbitals in the case of H2O. As we will see in section 5,
this is precisely the image that is also retrieved by density map
analyses and by different sophisticated modern interpretative
methods aiming at answering the very same question of how
electrons and electron pairs are located in real space. In turn,
the CMOs are the only orbitals that are eigenfunctions of an
electron in the averaged-field of the others and as such have
a direct connection with the ionization potentials (IPs) within
both HF and KS-DFT theories.[38] Thus, taking the water
molecule as an example, the two distinct IPs can be simply
estimated, to a good approximation, as the respective
energies of the two highest-lying CMOs. Of course, the very
same distinct IPs can also be obtained within the rabbit-ear
orbital representation (see above and Scheme 1) but in a far
less elegant way. Conversely, the orbital interactions of the
two equivalent hydrogen bonds attached to a water molecule
are elegantly addressed by using the equivalent rabbit-ear
orbitals, whereas using the CMO ones necessitates more
complicated reasoning and calculations.

3.2. The s-p Bonds versus Bent Bonds of Ethylene

The ethylene molecule was first described by Pauling as
forming a C=C bond between two CH2 units by means of
tetrahedral hybrids, giving rise to two bent bonds having the
shapes of bananas (hence the term “banana bonds”), one
above and the other below the molecular plane (1 in
Scheme 2).[2] On the other hand, the s–p separation, which
naturally arises from the symmetry properties of the CMOs,
was used by Hgckel[8] as early as 1931, primarily as a mean to

tackle a many-electron problem in ethylene or conjugated
molecules by considering only the p-electrons explicitly, while
incorporating the rest in an effective Hamiltonian. This
notion has led to fundamental concepts such as conjugation,
aromaticity, anti-aromaticity, and ring currents. In this model,
the properties of conjugated systems are governed by two
distinct sets of bonds, s and p. The s bonds of conjugated
molecules behave as sets of local two-electron bonds. On the
other hand, because each p-AO can overlap with more than
one neighbor, p systems exhibit electronic delocalization,
which is at the origin of many of their special properties.[39]

Back to ethylene, the former model of bent bonds is rarely
used in practice, although it is clear that both this model and
the s–p ones are quantitatively equivalent from the stand-
point of MO theory and interconvertible by unitary trans-
formations of the MOs. Indeed, very simple algebra imme-
diately shows that the sum and difference of the s and p MOs
of ethylene, (s1 + s2) and (p1 + p2) in 2 (Scheme 2), yield up
and down combinations of banana types, (u1 + u2) and (d1 +

d2) as in 1. Remarkably, the s-p/bent-bond equivalence fairly
carries over to electron-correlated ab initio computational
levels, as shown by Messmer et al.[40] For triply bonded
systems like C2H2 or N2, analogous unitary transformations
would lead to three equivalent bent bonds, forming a cage
around the central axis. Again, “What are the best orbitals
between the s–p and bent-bond representations?” is a mean-
ingless question if one does not specify what is the property of
interest; for instance, the p orbitals yield close-lying frontier
orbitals and as such are the ones to use to apply this reactivity
model. Moreover, the s–p separation allows one to character-
ize ring currents, aromatic stabilization, and so on in large
conjugated systems. Thus, the s–p model gained wide
adoption and amply proved its usefulness. On the other hand,
the bent bonds better describe how the two bonding electron
pairs are located in space, as will be seen in Section 4 in more
details, and it turns out that this latter model is the most
insightful one in a number of cases and has practical
applications, like the conformational analysis of unsaturated
acyclic systems.[2, 41]

Indeed, a fundamental aspect of the bent-bond model is
that it confers tetrahedral character to unsaturated carbons,
including those in olefins and carbonyl compounds, and
allows one to apply conformational analysis in the same way
as with saturated systems. Let us consider the propene
molecule as an example (Scheme 3) and look for the
preferred conformation of the methyl group. Do the hydro-
gens of the methyl group prefer to eclipse the vinylic
hydrogen as in 3 or the double bond as in 4? The answer is
not so intuitive if one considers the C=C bond in the s–p

Scheme 1. Construction of the two ionized states of water in the
valence bond framework with rabbit-ear lone pair orbitals.

Scheme 2. The C@C bonding orbitals in the bent-bond representation
(1) and in the canonical s–p representation (2).
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representation. Perhaps a C=C bond is more bulky than
a single C@H bond, in which case conformation 3 would be
preferred? But conformation 4 is found to be the most stable
one experimentally, and the reason why it is so is not self-
evident considering s–p orbitals. However, representing the
C=C bond with bent bonds as in 5, immediately gives the
answer: The best conformation is 4, or equivalently 5 in the
framework of bent bonds, because in the latter model one can
see that all the hydrogens of methyl are staggered relative to
the tetrahedral bonds of the adjacent vinyl group. Thus, the
problem becomes as simple as finding the best conformation
of, for example, ethane. Accordingly, 4 is found to lie
1.97 kcal mol@1 below 3 at the CCSD(T)/aug-cc-pVQZ com-
putational level (this work, on geometries optimized at the
CCSD/cc-pVTZ level). The same model is successfully
applied to substituted carbonyl groups, vinyl ethers, acetal-
dehyde, propionaldehyde, enol ethers, enamines, and so on.[41]

4. Invariance of a CASSCF Wave Function to
Unitary Transformations: Application to the C2
Molecule

The invariance of a wave function under unitary trans-
formation of its orbitals is not limited to single determinants
but extends to CASSCF wave functions. This property can be
used to transform a CASSCF wave function based on CMOs
so as to get more insight on the nature of bonding in
a molecule, as will be exemplified below with the controver-
sial C2 molecule, whose electronic structure has been fiercely
debated.[42–45] Can we clearly visualize the bonding nature of
this little molecule and relate it to its essential feature, its avid
reactivity?

The CMOs arising from a CASSCF(8,8) calculation of C2

are shown in Figure 2a. It is seen that the major configuration
is the Hartree–Fock one, with a minor contribution of the
2su!3sg double excitation. Considering only the major
configuration, since the 2sg orbital is bonding whereas 2su is
antibonding, a very crude reasoning might lead to the
conclusion that both these doubly occupied orbitals cancel
one another, resulting in little or no s-bonding at all as in 6
(Scheme 4), whereas any s-bonding would arise from the
2su!3sg configuration, with a weight of only 13.6%.[42i]

A seemingly more elaborate method would consist of
using the CMOs and their occupation numbers in a CASSCF
calculation to estimate effective bond orders (EBOs) defined
as in Equation (5):[42g]

EBO ¼
X

nbonding @
X

nantibonding

0 /
=2 ð5Þ

where n stands for the occupation numbers of the CMOs.
However, this definition, which looks reasonable, has the
severe drawback of missing the quantitative magnitude of the
bonding/antibonding character of the CMOs, and it turns out
that this defect is particularly misleading in the case of C2.
Indeed, a simple inspection of the 2su MO, in Figure 2a,
shows that this orbital, an out-of-phase combination of two
lobes pointing away from each other, is very weakly
antibonding, whereas the 2sg one is strongly bonding. This
is confirmed by the calculated overlap populations in these
two MOs, 0.416 for 2sg versus @0.076 for 2su in cc-pVTZ
basis set.[42h] Even worse, the overlap population in 2su flips
from @0.025 to a slightly positive value of + 0.014 as one goes
from cc-pV5Z to cc-pV6Z, thus becoming formally bonding,
and being considered as such in Equation (5) would therefore
yield completely different values as the basis set is slightly
changed! Clearly then, the ambiguous character of the 2su

MO prevents the use of EBO for measuring the bond
multiplicity. There are other definitions of bond orders, of

Scheme 3. Conformations of propene in the s–p representation (3, 4) and in the bent-bond representation (5).

Figure 2. Orbitals, leading configurations of C2 and their respective
weights, in: a) A standard full-valence CASSCF/6-31G* wave function
and b) the equivalent full-valence CASSCF wave function after unitary
transformations of the 2su and 3sg orbitals. The authors are thankful
to M. Zhang, D. Danovich, and S. Shaik for permission to reproduce
this figure.
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course, but they lead to a rather wide spectrum of values,
ranging from 2.2 to 3.9.[42h]

It follows that standard CASSCF calculations with CMO-
based wave functions are not of great help to determine the
bonding nature of C2. Now it has been shown by Zhang
et al.[43] that using a unitary orbital transformation of some
orbitals in a CASSCF(8,8) wave function leads to a much
clearer picture. The unitary transformation simply consists of
taking the sum and difference of the CMOs 2su and 3sg,
leading to the new orbitals fL and fR as in, dropping the
normalization factors, Equation (6):

fL ¼ 2su þ 3sg ð6aÞ

fR ¼ 2su @ 3sg ð6bÞ

Of course, this time the determinants are not individually
invariant, since we have mixed orbitals that have variable
occupancies depending on the configurations, and their
coefficients also change along with the transformation.
However the overall CASSCF wave function, as well as its
energy, remains unchanged. The so-transformed CASSCF
wave function, equivalent to the standard one based on
CMOs, is displayed in Figure 2b. The picture is now clearer:
Three doubly occupied strongly bonding MOs, the unchanged
2sg and 1pu ones, and two purely local HAOs fL and fR,
pointing away from each other. In the major configuration,
these two latter orbitals are singly occupied and coupled to
a singlet, thus forming a purely covalent bond. The two other
configurations of Figure 2 b, with either fL or fR being doubly
occupied, represent the two minor ionic components of the
same bond. We are thus left with a picture of C2 displaying
a triple bond, made of one s and two p internal bonds like in
acetylene, plus a fourth s bond, linking together two external
hybrids, and presumably weak due to the orientation of the
HAOs (7 in Scheme 4). All in all, the picture of C2 displaying
a quadruple bond represents 84.9 % of the CASSCF(8,8)
wave function. Of course, the quadruply bonded structure can
also be called a triple bond plus a weaker fourth “exo” bond
or a triply bonded diradical stabilized by singlet coupling
between the radical centers, depending if one wishes to
consider a bond strength of 15–20 kcal mol@1 sufficient to
qualify as a bond. But all these denominations recover the
same picture that fully explains the high reactivity of C2,
which reacts extremely fast with methane, alkenes, vinyl

acetylene, and so on;[42b] whether
this is due to the ease of breaking
the fourth bond or to the diradical
character of C2 is immaterial.

Remarkably, the transformed
CASSCF wave function of Zhang
et al.[43] provides a bonding picture
of C2 in full agreement with the
direct VB calculations, which find
the quadruply bonded structure 7
to be the major one and to lie
129.5 kcalmol@1 below the struc-
ture 6 exhibiting two p bonds and
no s bonds.[42h] The VB calculation

further allows calculating the strength of the fourth bond,
estimated to 15–20 kcalmol@1.[42e]

Did we now get all possible insight for the C2 molecule?
Not quite yet. This picture 7 of two p bonds accompanied by
two s bonds sharing the same region of space along the C–C
axis is not so easy to visualize. IsnQt there some space conflict
between the two s bonds? The dilemma can be resolved by
again appealing to a unitary orbital transformation. In the
same way as the s bond and two p bonds can be transformed
into a set of three equivalent bent bonds in acetylene, we can
mix the 2sg and 1pu CMOs of C2 to get a cage made of three
equivalent bent bonds leaving plenty of space for the fourth
bond to establish spin coupling between fL and fR along the
C–C axis, as shown in structure 8 in Scheme 4. Thus, C2 is
a typical case illustrating the VB/MO equivalence and the
interest of playing with unitary transformations: While the
picture given by standard CMO-based CASSCF is unclear,
adding and subtracting some s CMOs gives a clearer picture,
and finally a crystal-clear one is obtained by further trans-
forming the s–p bonding CMOs to bent bonds.

5. Where Are the Electron Pairs Located in Real
Space?

Contrary to orbitals, which are non-unique as has been
recalled above,[25] the map of electron density in 3D space is
a physical and observable property and is therefore quite
unique. Moreover, one may also wonder in what region of
space one has the maximum probability of finding an electron
pair, and this also must be a unique property of the molecule.
This specific question can be answered using the maximum
probability domains of Savin et al.[46] Other recent advanced
interpretative methods also aim at directly extracting an
image of how the electrons and electron pairs arrange in real
space.[44,45] With the help of all these practical tools, it is
interesting to compare the actual location of electron pairs
with the localized and delocalized orbital representations.

5.1. Electron Density Maps of Water and Acetylene

The electron density maps of water and acetylene are well
documented and available on the internet.[47] For water, the
density maxima associated with lone pairs precisely follow the

Scheme 4. Structure 6 is the doubly p-bonded structure of C2 that one would get if one assumed that
the 2su and 3sg CMOs cancel each other and result in practically no s-bonding at all. Structure 7 is
a quadruply bonded structure revealed by a unitary transformation of a CASSCF(8,8) wave function.
Structure 8 is the same structure with bent bonds, appearing after a further transformation of the
CASSCF wave function.
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shapes of the rabbit-ear orbitals, which are obtained from
Hartree–Fock theory after unitary transformations of the
CMOs following localization procedures.[25] For ethylene,
density maxima are found on both sides of the C–C axis, in
compliance with the bent-bond orbitals that one obtains after
unitary transformations of s and p CMOs. It is to be noted
that these density maps keep the same shape independently of
the computational method that has been used to calculate the
wave functions, Hartree–Fock with CMOs, CASSCF, density
functionals, and so on.

5.2. Maximum Probability Domains

Savin et al. proposed to analyze a wave function by
looking at the distribution of probabilities to find a given
number n of electrons in some regions and all other N-
n electrons outside of this domain.[46] Thus, extracting from
a wave function the regions that maximize the probability to
find 2 and only 2 electrons into it, called maximum probability
domains (MPDs), gives us a rigorous probabilistic definition
of the location of electron pairs in 3D space.

We have applied the MPD method to the wave functions
of three molecules: Water, ethylene, and C2, at the Hartree–
Fock level (thus displaying delocalized CMOs) in cc-pVTZ
triple-zeta basis set. The results are displayed in Figure 3,

showing some regions that maximize the probabilities of
finding a pair of electrons of opposite spins. For water and
ethylene (Figure 3a,b), the results are quite similar to the
well-known density maps (see previous subsection), or to the
isosurfaces of the LMOs/LBOs. The water molecule displays
two equivalent lone pairs having the shapes of rabbit-ears. For
ethylene, the probability of finding an electron pair has two
maximum domains on both sides of this axis, quite in
agreement with the bent-bond model. Finally, the MPD
calculations provide a very clear picture for the C2 molecule
(Figure 3c), with three bent bonds forming a cage around the
C–C axis (yellow domains), and two single-electron pink
domains having the shapes of outward-directed hybrids, as is
found in VB calculations or unitary-transformed CASSCF
wave functions (8 in Scheme 4). Note that a connection
between the MPD method and VB theory has been recently
emphasized.[48]

5.3. Maxima of the Squared Wave Function and Dynamic Voronoi
Metropolis Sampling

Searching for the maxima of the square of the wave
function, as originally proposed by Artmann, is another
method that allows one to retrieve meaningful sets of electron
arrangements into real space.[49] From these electron config-
urations, single electron densities can also be obtained,
making chemical motifs appears, such as core electrons, lone
pairs, and bonds. The dynamic Voronoi Metropolis sampling
(DVMS) is another very recent method that also enables one
to extract chemical motifs from accurate wave functions.[44]

Both methods reveal two equivalent rabbit ears as the lone
pairs of water as well as two bent bonds for ethylene. The
DVMS method also reveals a triple bent-bonded structure for
the N2 molecule and when applied to C2 arrives at an
interpretation of its bonding in terms of a near triple bond
(actually three bent bonds) with singlet-coupled outer
electrons, quite equivalent to the MPD picture and to the
VB and unitary-transformed CASSCF ones.

6. Conclusions

Molecular orbital theory and valence bond theory are
equally valid and, if applied at the same level of sophistica-
tion, are only two ways of diagonalizing the same Hamil-
tonian in two different basis sets of configurations/structures,
as was recognized as early as 1935 by van Vleck and Sher-
man.[50] MO-CI expresses the wave function in terms of
symmetry-adapted MO configurations based, most of the
time, on delocalized MOs and is best adapted to spectroscopy
considerations, although chemical insight could be extracted
when using fragment approach and/or energy decomposition
analysis.[51] On the other hand, VB expresses the wave
function in terms of VB structures, which are the quantum
mechanical representations of Lewis structures with their
local bonds and lone pairs, and is best adapted to the
description of the nature of bonding in a molecule. Yet, both
methods yield the same wave function, albeit expressed in
different languages. Moreover, the delocalized/localized al-
ternative already exists in the very framework of MO theory,
since localized MOs can be obtained through unitary trans-
formations, which leave Slater determinants invariant. More
generally, there is an infinity of mathematically equally
legitimate orbital sets that can be used to construct a given
Slater determinant or Hartree–Fock wave function, and all of
these sets provide the same wave function, electron density,
dipole moments, net charges, Mulliken populations, and all
measurable properties of a molecule. Thus, there exists
nothing such as “the real orbitals” of a molecule, only orbital
sets that are more insightful for a molecular property or
another. This is well illustrated with the example of the water
molecule, in which the energies of the CMOs immediately
give the two distinct ionization potentials, whereas the
localized rabbit-ear lone pair orbitals correctly give the
directions of the two equivalent hydrogen bonds that the
oxygen atom may form with its neighbors. Now, if the orbitals
are not unique, the electron density and location of the

Figure 3. Some maximum probability domains for finding one and
only one electron pair in water, ethylene, and dicarbon.
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electron pairs in 3D space are unique, and these are closer to
the localized representation than to the delocalized one.

Even if the VB and MO-CI theories, as well as the
delocalized and localized orbital representations are all valid,
the examples treated in this work show that it is very useful to
possess both cultures and to understand when and why one
vision may be more suitable than the other, as the bonding
nature of a molecule may be totally blurred in one represen-
tation and become crystal clear in the other. Fortunately,
transforming an MO-CI wave function or transforming
delocalized MOs to localized ones is usually an easy task,
either by means of standard software or possibly even by hand
on the back of an envelope.
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