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Chapter 1

TDDFT for Excited States
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e-mail: Mark.Casida@UJF-Grenoble.Fr

Abstract: Since its introduction into quantum chemistry a little over a decade ago, linear response
time-dependent density-functional theory (LR-TDDFT) has become a method of choice for the cal-
culation of the electronic excited states of medium- and large-sized molecules. This chapter describes
the formal basis and mathematics underlying conventional LR-TDDFT and illustrates its use through
an application to the photochemical ring opening of oxirane.

1.1 Introduction

It may come as a surprise to younger researchers that DFT (density-functional theory) was once
considered a “four letter word” by many traditional ab initio quantum chemists. The same younger
researchers may also be surprised to learn that, even while DFT was being increasingly accepted in
the early 1990s, it was still widely regarded as a firmly grounded principle that DFT could not handle
excited states. Those attitudes have mostly changed. Typical modern quantum chemistry practice is
now to use DFT where once Hartree-Fock (HF) was used to model the energy landscape and electronic
properties of chemical systems, only carrying out HF calculations when needed as a starting point for
sophisticated and costly ab initio many-body calculations. Moreover time-dependent DFT (TDDFT)
has become, with few exceptions, the primary single-reference method for treating excited states in
medium and large sized molecules, leading to a veritable explosion of publications over the past
decade. The main objective of this chapter is answer the question “What is TDDFT?” by describing
the formalism and mathematics behind modern “conventional” TDDFT. Some illustrations of the
performance of the method will be given for the small molecule oxirane.

The use of TDDFT to treat electronic excited states is only about a decade old. Although sev-
eral ideas had been put forth to deal with the excited-state problem[1], the fact remained that the
original Hohenberg-Kohn theorems were for the ground state only and there was not yet any widely-
accepted way to treat excited states in quantum chemistry using DFT. This changed rapidly in the
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6 CHAPTER 1. TDDFT FOR EXCITED STATES

mid-1990s due in large part to an article entitled: “Time-dependent density-functional response the-
ory for molecules” [2]. That article sent important messages to both the then still fairly separate
DFT quantum chemistry and ab initio quantum chemistry communities. It explained to the DFT
community that linear response theory could be used to reformulate TDDFT to resemble config-
uration interaction (CI) and hence to handle automatically configuration mixing in excited states.
It explained to the ab initio community about the history and formal underpinnings of TDDFT,
particularly the Runge-Gross theorems, [3] and hence justified the adaptation of recently developed
technology for DFT second analytic derivatives to calculate excitation spectra using a formalism
which very much resembled linear response time-dependent Hartree-Fock (LR-TDHF, also known as
RPA for random phase approximation). Our own paper [4] and that of Bauernschmitt and Ahlrichs
[5] soon confirmed that the method could give excellent excitation energies. Since then, LR-TDDFT
has become part of virtually all quantum chemistry programs and many quantum physics programs
around the world.

That TDDFT is an “unfinished subject” is attested to by the many variants which continue to
appear, including but not limited to time-dependent current density-functional theory[6, 7], propa-
gator corrections [8, 9, 10], spin-flip theory[11, 12, 13], range-separated hybrids[14, 15, 16, 17], and
subsystem theory [18, 19, 20, 21]. In line with with these developments, many review articles on
TDDFT have now appeared [22, 23, 2, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 35, 37, 38, 39],
each emphasizing a somewhat different aspect of TDDFT. Given the vastness of the subject, some
choices have had to be made as to what aspects to present here. I have decided to emphasize those
aspects which I think are of most interest to quantum chemists, namely the calculation of excitation
spectra and the treatment of excited-states potential energy surfaces (PESs.)

1.2 Formalism

Time-dependent density-functional theory (TDDFT) has its roots in ordinary ground-state density-
functional theory (DFT). This section presents the basic formalism of both exact DFT and exact
TDDFT and says a few words about approximate functionals.

1.2.1 Ground-state formalism

Before looking at the time-dependent problem, it is useful to begin with the time-independent (or
static) problem. After the usual Born-Oppenheimer separation, the N -electron hamiltonian, Ĥ , of
the time-independent Schrödinger equation,

ĤΨI = EIΨI ; E0 ≤ E1 ≤ · · · , (1.1)

can be separated, Ĥ = T̂ + V̂ee + V̂ext , into a kinetic energy term, T̂ , the electron-electron repulsion,
V̂ee, and the external potential, V̂ext =

∑N
i=1 vext(ri) , representing the interaction of the electrons

with the electric field of the nuclei and/or some other applied potential.
The objective of DFT is to avoid having to solve the N -electron Schrödinger equation (1.1) and

working with complicated N -electron wave functions, by working with a simpler entity, namely the
ground-state charge density,

ρ(r1) = N
∫ ∫

· · ·
∫

|Ψ0(x1,x2,x3, · · · ,xN)|2 dσ1dx2dx3 · · · dxN , (1.2)

where xi = (ri, σi) is shorthand for the space and spin coordinates of electron i. That we can do this
at all is the somewhat surprising content of the two Hohenberg-Kohn theorems[40].



1.2. FORMALISM 7

The first Hohenberg-Kohn theorem (HK1) tells us that the ground-state charge density determines
the external potential up to an arbitrary additive constant: V̂ext + C ← ρ . (If desired, this constant
can be fixed after the fact for finite systems by requiring that the potential goes to zero at infinite
distance.) Since integrating the charge density gives the number of electrons, HK1 tells us that the
hamiltonian is also determined up to an arbitrary additive constant: Ĥ+C ← ρ . So the ground-state
charge density fixes just about everything, including the excitation energies,

h̄ωI = EI − E0 , (1.3)

and their associated oscillator strengths,

fI =
2meωI

3h̄

∑

q=x,y,z

|〈Ψ0|q|ΨI〉|
2 . (1.4)

That is ρ determines the molecule’s stick spectrum [41]. Thus both ground- and excited-state prop-
erties are functionals of the ground-state density, but we do not know these more general functionals
[42].

The second Hohenberg-Kohn theorem (HK2) tells us that there is a variational principle for the
ground-state energy,

E0 ≤ F [ρ] +
∫

vext(r)ρ(r) dr , (1.5)

with equality only if ρ is a ground-state charge density (degenerate ground states are allowed.) The
functional, F , is universal in the sense that it is independent of vext. It is not unknown because it
may be written explicitly as,

F [ρ] =
min

Ψ→ ρ

〈Ψ|T̂ + V̂ee|Ψ〉

〈Ψ|Ψ〉
, (1.6)

This constrained variational form [43] is important for a number of reasons, including the facts that it
eliminates the original Kohn-Sham v-representability assumption (i.e., that the trial densities can be
realized as the ground state of some system) and applies to degenerate ground states. However it is
far from practical since it implies carrying out a calculation even more difficult than full configuration
interaction (CI.) Thus simplifying approximations are still required if the Hohenberg-Kohn variational
principle is to become practical.

These simplifications are aided by the Kohn-Sham reformulation of DFT [44]. A fictitious system
of noninteracting electrons,

[

−
h̄2

2me

∇2 + vs(r)

]

ψi(r) = ǫiψi(r) , (1.7)

is considered with N occupied orthonormal orbitals which generate the same charge density as that of
the interacting system: ρ(r) =

∑

i ni|ψi(r)|
2 ← Φs . Here the ni are orbital occupation numbers, and

vs and Φs are respectively the Kohn-Sham single-particle potential and the Kohn-Sham determinant
made from the N occupied orbitals. The total energy may now be written in a form reminiscent of
the HF model,

EKS = −
h̄2

2me

∑

i

ni〈ψi|∇
2|ψi〉+

∫

vext(r)ρ(r) dr +
1

2

∫ ∫
ρ(r1)ρ(r2)

r12
dr1dr2 + Exc[ρ] , (1.8)

where the exchange-correlation (xc) energy is given by,

Exc[ρ] =
min

Ψ→ ρ

〈Ψ|T̂ + V̂ee|Ψ〉

〈Ψ|Ψ〉
−

min
Φs → ρ

〈Φs|T̂ |Φs〉

〈Φs|Φs〉
−

1

2

∫ ∫
ρ(r1)ρ(r2)

r12
dr1dr2 , (1.9)
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Table 1.1: Jacob’s ladder for functionals.

Quantum Chemical Heaven

double-hybrid —– ρσ(r), xσ(r), τσ(r), ψiσ(r), ψaσ(r)d

hybrid —– ρσ(r), xσ(r), τσ(r), ψiσ(r)c

mGGA —– ρσ(r), xσ(r), τσ(r)
b

GGA —– ρσ(r), xσ(r)
a

LDA —– ρσ(r)

Hartree World

a The reduced gradient xσ(r) = |~∇ρσ(r)|/ρ4/3
σ (r).

b The local kinetic energy τσ(r) =
∑

i niσψiσ(r)∇2ψiσ(r).
c Occupied orbitals.
d Unoccupied orbitals.

and contains not only exchange and correlation but also the difference between the kinetic energies of
the real interacting and fictitious noninteracting systems. Minimizing the Kohn-Sham energy subject
to the constraint of orthonormal orbitals gives Eq. (1.7), but with vs(r) = vext(r)+ vxc(r) , where the
xc-potential is the functional derivative [45] of the xc-energy,

vxc(r) =
δExc[ρ]

δρ(r)
. (1.10)

The success of applied DFT is due to the quality of available approximations for the xc-energy.
Reviewing all of these approximations would be a chapter in and of itself and so we refer the reader
to other works for a more complete treatment [46, 47]. However we do need to say a few words here
about some of the approximations because of their use in TDDFT calculations. (Indeed, TDDFT
has proven to be one of the driving horses behind developping new functionals.)

Improvements in functionals come in two different but complementary ways. One is to make the
functional form more exact without changing the variables on which the functional depends. The
other approach to increase the number of variables on which the functional depends. This latter
approach consists of climbing the Jacob’s ladder shown in Table 1.1. While adding more variables
should, in principle, make it easier to design more reliably accurate functionals, all that is really
guaranteed in climbing the ladder is that calculations will become more expensive. Hence it is also
important to improve the functionals at the lower ends of the ladder.

The very first expansion of the variable list has been to include a dependance on the two densities
ρ↑ and ρ↓, rather than the total density, ρ. This extension is so common place that DFT is commonly
understood to mean spin DFT and we will follow this practice. The local density approximation
(LDA) and generalized gradient approximations (GGAs) are examples of pure density functionals
since they are orbital-dependent. They were the traditional workhorses of DFT until Axel Becke
proposed the use of hybrid functionals [48] including a fraction of orbital-dependent Hartree-Fock
exchange on the basis of adiabatic connection theory and to improve the accuracy of DFT for
thermochemistry. Hybrids are often found to lead to increased accuracy in TDDFT calculations,
but are computationally more expensive. Meta-GGAs (mGGAs) are a step down the ladder and
in the level of computational difficulty in that the orbital dependence is limited to calculating the
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local kinetic energy. Recently Stephane Grimme and Frank Neese have moved up the ladder by
recommending a double-hybrid of the form,

Edouble−hybrid
xc = axE

HF
x + (1− ax)E

GGA
x + acE

GGA
c + (1− ac)E

MP2
c , (1.11)

for applications in TDDFT, where EHF
x is the HF exchange energy, EGGA

x and EGGA
c are respectively

GGA exchange- and correlation-energy functionals, and EMP2
c is the second-order Møller-Plesset

(MP2) energy [49].
A problem with hybrid functionals is that the xc-potential is no longer a “simple” multiplicative

function as intended in the original Kohn-Sham theory. Following Sharp and Horton [50] and Talman
and Shadwick [51], insight into the behavior of the exact exchange potential can be obtained by
seeking the optimized effective potential (OEP) whose orbitals minimize the HF energy. The answer
[50] turns out to be that this is equivalent to asking that the linear reponse of the DFT charge
density to the perturbation (Σ̂σ

x − vσ
x) be zero. While exact solutions are possible [51], Krieger,

Li, and Iafrate, following up on a footnote in the Sharp-Horton paper [50], found a very successful
approximate solution [52]:

vσ
x(r) =

∑

i niσψ
∗
iσ(r)Σ̂σ

xψiσ(r)

ρσ(r)
+

∑

i niσ(ǫDFT
iσ − ǫHF

iσ )|ψiσ(r)|2

ρσ(r)
, (1.12)

where ρσ is the spin σ charge density, the HF exchange operator, Σ̂σ
x, acts by

Σ̂σ
xφ(r1) = −

∫

(γσ(r1, r2)/r12)φ(r2) dr2 , and γσ(r1, r2) =
∑

i ψiσ(r1)niσψ
∗
iσ(r) , is the one-electron

reduced density matrix (1-RDM or just “density matrix.”) The first term in Eq. (1.12) is Slater’s
form of vσ

x while the second term is a derivative discontinuity term which leads to sudden rigid jumps
in the potential when new orbitals are occupied. At large r only the HOMO of each spin contributes,
leading, after a bit of algebra, to,

vσ
x(~r) = −

1

r
+ ǫDFT

HOMO − ǫ
HF
HOMO . (1.13)

We now see that the HOMO energy must be the same in DFT and HF if the x-potential vanishes
at infinity. This is a reflection of the general theorem that −ǫDFT

HOMO must be the ionization potential
when the xc-functional is exact. The exact xc-potential must fall off as −1/r at large distances.

Figure 1.1 shows orbital energies obtained from our own exchange-only OEP calculations [53].
It turns out that minus the Kohn-Sham orbital energy is a remarkably good approximation to the
corresponding ionization potential. In fact, the graphic shows a dramatic improvement in Koopmans’
theorem when the HF exchange operator is transformed into a localized exchange potential by the
OEP procedure. The behavior of the unoccupied orbitals can be understood by using a result of
Gonze and Scheffler obtained from an exchange-only time-dependent OEP theory [54]. (See also my
own article [10] for an alternative approximate demonstration.) The result is that,

ǫDFT
a = ǫHF

a − (ǫHF
i − ǫDFT

i )− (aa|fH |ii)− (ai|f ↑,↑
xc (ǫa − ǫi)|ia) . (1.14)

Here the indices include spin and

(pq|f |rs) =
∫ ∫

ψ∗
p(r)ψq(r)f(r, r′)ψ∗

r(r
′)ψs(r

′) drdr′ , (1.15)

where f can be either the Hartree kernel,

f(r1, r2) = 1/r12 , (1.16)
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Figure 1.1: Correlation between minus the OEP (⋄), HF (filled square), and LDA (△) orbital energies
and experimental outer valence ionization potentials for 26 small molecules and a total of over 100
ionization potentials. [53].

or the xc-kernel which is given by,

fσ,τ
xc (r1, r2) =

δ2Exc[ρ↑, ρ↓]

δρσ(r1)δρτ (r2)
, (1.17)

in the adiabatic approximation. Ignoring the small frequency dependence of fxc and choosing i to
be the HOMO, we obtain,

ǫDFT
a = ǫHF

a − (aa|fH |ii)− (ai|f ↑,↑
xc |ia) . (1.18)

This latter equation has a simple interpretation. Unoccupied HF orbitals see N electrons while
unoccupied KS orbitals see the same potential as occupied KS orbitals, hence (N − 1) electrons. To
go from the HF case to the DFT case, it is therefore necessary to remove a coulomb integral and an
exchange integral. Practical experience suggests that the answer should be roughly independent of
the occupied orbital i as long as the orbital is not too localized.

Potentials from approximate pure density functionals do not behave like Eq. (1.12). They do
not show the sudden jump (or “derivative discontinuity”) which arises from the second term when
a new orbital is populated and the long-range behavior of the xc-potentials is also different. Since
charge densities fall off exponentially at large r, the LDA exchange potential (vσ

x = −Cxρ
4/3
σ ) also

falls off exponentially at large r which is too rapidly in comparison with the correct 1/r behavior.
Also since the exchange part dominates the correlation part, this leads to underbinding not only in
the LDA but also in GGAs, hence to HOMOs which are too small in magnitude by as much as 5
eV in typical small molecules. One way to correct this is to introduce model potentials [55, 56, 57]
which fall off asymptotically as 1/r for exponentially decaying charge densities. However the resulting
xc-potentials are no longer the functional derivative of an xc-energy functional. Hybrid functionals
do lead to “potentials” with improved asymptotic behavior, behaving as a constant times 1/r at
long distances. The short-range/long-range separated hybrid functionals appear to give even better
results in this respect. [14, 15, 16, 17]
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1.2.2 Time-dependent formalism

We now turn our attention to the time-dependent version of Eq. (1.1), namely

ĤΨ(t) = ih̄
∂

∂t
Ψ(t) . (1.19)

Modern TDDFT is based upon two theorems of Runge and Gross (RG1 and RG2) [3] which are the
analogues of the two Hohenberg-Kohn theorems (HK1 and HK2).

The first theorem is fundamentally a theorem about the current density,

j(r1, t) =
Nh̄

me
ℑm

{∫ ∫

· · ·
∫

[∇1Ψ(x1,x2, · · · ,xN , t)]Ψ
∗(x1,x2, · · · ,xN , t) dσ1dx2 · · · dxN

}

. (1.20)

The current density satisfies the continuity equation,

∂ρ(r, t)

∂t
+∇ · j(r, t) = 0 . (1.21)

In the case of a single-determinant wave function, ~j(r, t) = (h̄/me)ℑm
∑

i=1,N [∇ψi(r, t)]ψ
∗
i (r, t) .

RG1 states that the time-dependent charge-density determines the external potential up to
an additive function of time: vext(r, t) + C(t) ← ρ(r, t) . It is assumed that the external poten-
tial can be expressed as a Taylor series in time, vext(r, t) =

∑∞
k=0 ck(r)(t − t0)

k with ck(r) =

(1/k!)
[

∂kvext(r, t)/∂t
k
]

t=t0
. Most physical potentials can be approximated arbitrarily closely by

such a function. The equation of motion,

ih̄
∂〈Ψ(t)|ĵq|Ψ(t)〉

∂t
(t) = 〈Ψ(t)|

[

ĵq, Ĥ(t)
]

|Ψ(t)〉 , (1.22)

is used to show that two external potentials generating the same current density cannot differ by
more than an additive function of time. Then the continuity equation (1.21) is used to show from
this result that two external potentials generating the same time-dependent charge density cannot
differ by more than an additive function of time. This involves the vanishing of a certain integral
over a boundry surface which will always be the case for normal electric fields generated by finite
sets of charges. A corollary to RG1 is that the time-dependent charge density, ρ(r, t), fixes the
number of particles, N , and the external potential up to an arbitrary additive function of time,
vext(r, t)+C(t). Hence ρ(r, t) determines the time-dependent hamiltonian up to an additive function
of time: Ĥ(t) + C(t) ← ρ(r, t) . That means that the equation of motion for the wave function
can always be integrated provided we know the initial wave function, Ψ0, at time t0 to obtain,
Ψ(t) = Ψ[ρ,Ψ0](t)e

iφ(t) . where the phase factor is given by, φ(t) =
∫ t
t0
C(t′) dt′ . If our system is

in its ground state at time t0, then we can use HK1 to remove the dependence on Ψ0 to obtain,
Ψ(t) = Ψ[ρ](t)eiφ(t) .

Thanks to RK1 we have that the external potential of the real system is a functional of the
density. This is also true for the fictitious system of noninteracting electrons, so we can write down
a time-dependent Kohn-Sham equation,

[

−
1

2
∇2

1 + vext(r1, t) +
∫
ρ(r2, t)

r12
dr2 + vxc[ρ](r1, t)

]

ψi(r1, t) = ih̄
∂ψi(r1, t)

∂t
. (1.23)

The goal of RG2 was to propose a stationary action principle in analogue to the variational
principle of HK2. This will not be discussed here except to note that the Dirac-Frenkel action, A =
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Figure 1.2: A water molecule perturbed by a photon. The photon is modeled by a classical time-
dependent electric field. We are interested in the induced dipole moment which is also a function of
time.

∫ t1
t0
〈Ψ(t′)|ih̄ ∂

∂t′
− Ĥ(t′)|Ψ(t′)〉 dt′ , originally proposed by Runge and Gross proved to be inadequate.

It was replaced by Robert van Leeuwen with a more appropriate Keldysh action formalism[27].
Almost all applications of TDDFT make the adiabatic approximation which assumes that the xc-

potential reacts instantaneously and without memory to any temporal change in the charge density.
Then

vxc[ρ](r, t) =
δExc[ρt]

δρt(r)
, (1.24)

where ρt(r) is a function of r = (x, y, z) obtained by fixing t in the function ρ(r, t). The result is
expected. The time-independent Kohn-Sham equation has been transformed into a time-dependent
Kohn-Sham equation by replacing the orbital energy with a time-derivative, making the orbitals
time-dependent, and inserting the time-dependent charge density wherever the density appears.

Only a little is known about how to go beyond the adiabatic approximation. Perhaps the most suc-
cessful approach has been the Vignale-Gross formalism which includes nonadiabatic effects through
the current density[6, 7]. Another approach involves a comoving Lagrangian reference frame[58].
More recently work has been carried out to extract the nonadiabatic behavior of the xc-kernel from
the Bethe-Salpeter equation via a polarization propagator formalism[8, 9, 10].

1.3 Technology

At this point the reader may be wondering how we are going to extract excitation energies from
TDDFT. The answer is that we are going to make a textbook application of linear response theory
which will completely eliminate time in favor of excitation energies. This section describes important
mathematical “technology” needed to go from the formal theory described in the previous section to
obtain excited-state quantities of interest in quantum chemistry.

1.3.1 Formal Response Theory

Consider a time-dependent perturbation applied to a molecule initially in its ground stationary state.
We would like to express the response of a property to this perturbation in terms of the states of
the unperturbed system. An important example is shown in Fig. 1.2. Other examples include NMR
chemical shifts and circular dichroism spectra.

We assume that the exact solution is known for the Schrödinger equation for the unperturbed
system (molecule.) The time-independent equation was given in Eq. (1.1). The corresponding time-
dependent equation is,

ĤΨI(t) = ih̄
∂

∂t
ΨI(t) , (1.25)

with, ΨI(t) = ΨIe
−iEI t/h̄ . (Careful! The notation is compact: ΨI(t) 6= ΨI .)
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Now apply the time-dependent perturbation, b̂(t). The equation governing the time evolution

of the perturbed system is,
(

Ĥ + b(t)
)

Ψ0(t) = ih̄∂Ψ0(t)/∂t. Without loss of generality, Ψ0(t) =

(Ψ0 + δΨ0(t) + · · ·) e−iE0t/h̄, which allows us to deduce that the linear response of the ground state,
δΨ0(t), satisfies the first-order equation,

b̂(t)Ψ0

(

ih̄
∂

∂t
− Ĥ + E0

)

= b̂(t)Ψ0δΨ0(t) . (1.26)

After an appropriate Fourier transform, this first-order equation is just,
[

E0 − Ĥ + h̄ω
]

δΨ0(ω) = b̂(ω)Ψ0 , (1.27)

which is very nice because this equation is now in the usual form for applying Rayleigh-Schrödinger
perturbation theory. We can immediately write down that,

δΨ0(ω) =
∑

I 6=0

ΨI
〈ΨI |b̂(ω)|Ψ0〉

h̄(ω − ωI)
, (1.28)

where h̄ωI is the Ith excitation energy of the unperturbed system [Eq. (1.3).]
In order to go further, we assume that the perturbation is monochromatic, so b̂(t) = b cos(ω0t) and

b̂(ω) = πb [δ(ω + ω0) + δ(ω − ω0)] . Inserting into Eq. (1.28) and back Fourier transforming gives,

δΨ0(t) =




∑

I 6=0

ΨI
ωI〈ΨI |b̂|Ψ0〉

h̄(ω2
0 − ω

2
I )



 cos(ω0t)− i




∑

I 6=0

ΨI
ω0〈ΨI |b̂|Ψ0〉

h̄(ω2
0 − ω

2
I )



 sin(ω0t) . (1.29)

The linear response, δ〈â〉(t) = 〈Ψ0|â|δΨ0(t)〉+ 〈δΨ0(t)|â|Ψ0〉, of an observable, a, is given by,

δ〈â〉(t) =




∑

I 6=0

2ωIℜe(〈Ψ0|â|ΨI〉〈ΨI |b̂|Ψ0〉)

h̄(ω2
0 − ω

2
I )



 cos(ω0t) +




∑

I 6=0

2ω0ℑm(〈Ψ0|â|ΨI〉〈ΨI |b̂|Ψ0〉)

h̄(ω2
0 − ω

2
I )



 sin(ω0t) .

(1.30)
This result is very powerful. We see that the response to a perturbation at frequency ω0 is at the
same frequency. The phase is also the same if the operators â and b̂ are both real (polarizability) or
both imaginary (NMR). The phase is π/2 if one of â and b̂ is real and the other is imaginary (circular
dichroism.)

We finally arrive at the point where we will specialize to the case of the electric polarizability.
The dynamic polarizability is the proportionality tensor between the linear response of the dipole
moment, µ, and the applied field, Eq(t) = Eq cos(ωt), namely

µq(t) = µq +
∑

q′=x,y,z

αq,q′(ω)Eq′ cos(ωt) + · · · ; q = x, y, z . (1.31)

For us, the dynamic polarizability will be a way to access excited states. At optical frequencies, the
variation in the electric field is too rapid for the nuclei to follow, so we may consider them clamped
in place. The response of the dipole moment is then entirely electronic and we may write,

δµq(t) = −e〈Ψ0|q|δΨ0(t)〉 − e〈δΨ0(t)|q|Ψ0〉

=
∑

q′=x,y,z




∑

I 6=0

2e2ωIℜe(〈Ψ0|q|ΨI〉〈ΨI |q
′|Ψ0〉)

h̄(ω2
I − ω

2)



 Eq′ cos(ωt) . (1.32)
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The quantity in square brackets is αq,q′(ω). As we often do not know the orientation of the molecules,
it is the average dynamic polarizability,

α(ω) =
∑

I 6=0

e2fI

me(ω
2
I − ω

2)
, (1.33)

which is important. The oscillator strengths, fI , are defined in Eq. (1.4). Equation (1.33) is known
as the sum-over-states (SOS) theorem and relates the dynamic response of the density to the excited
states.

1.3.2 LR-TDDFT

So far, we have assumed that we know the exact wave function solution of the unperturbed problem
for the interacting system. This is not known in DFT, so some modifications are necessary. The
result are the basic equations for linear-response TDDFT (LR-TDDFT). The approach taken here
is based upon density matrices[2]. In what follows, “DFT” means “pure DFT.” As the result for
linear-response time-dependent Hartree-Fock (LR-TDHF) is also given, it is trivial to write down
the corresponding generalization for hybrid functionals.

In HF and in DFT the density matrix of the unperturbed system is,

γσ(r, r
′) =

∑

ψpσ(r)Ppqσψpσ(r′) ; Ppqσ = npσδp,q . (1.34)

Its response to a time-dependent electric field is, δγσ(r, r
′) =

∑
ψpσ(r)δPpqσ(ω)ψ∗

qσ(r
′) . As

δψiσ(rω) =
∑

p

ψpσ(r)
〈ψpσ|b̂(ω)|ψiσ〉

ω − (ǫpσ − ǫiσ)
, (1.35)

and as, δγσ(r, r
′) =

∑

i δψiσ(r)niψ
∗
iσ(r′) +

∑

i ψiσ(r)niδψ
∗
iσ(r′) , then,

δPpqσ(ω) =
nqσ − npσ

ω − (ǫpσ − ǫqσ)
〈ψpσ|b̂eff (ω)|ψqσ〉 , (1.36)

for b̂(t) = b̂ cos(ωt) .
The reason for writing b̂eff (ω) and not just b̂(ω) is that b̂eff (ω) is the perturbation felt by the

HF or DFT orbitals and not the applied field. The difference between these two perturbations is the
response of the self-consistent field, b̂eff (ω) = b̂(ω) + δv̂SCF (ω) . In terms of matrices,

beff
pqσ(ω) = bpqσ(ω) +

∑

Kpqσ,rsτδPrsτ(ω) , (1.37)

where the coupling matrix is,

Kpqσ,rsτ =
∂vSCF

pqσ

∂Prsτ

=

{

(pq|fH |rs)− δσ,τ (pr|fH|sq) ; HF
(pq|fH |rs) + (pq|fσ,τ

xc |rs) ; DFT
. (1.38)

Note that we have made the adiabatic approximation, even if this is not strictly necessary [2]. Thus
we have that

δPpqσ(ω) =
nqσ − npσ

ω − (ǫpσ − ǫqσ)

[

bpqσ(ω) +
∑

Kpqσ,rsτδPrsτ (ω)
]

, (1.39)

or
npσ 6=nqσ
∑

rsτ

[

δσ,τδp,rδq,s
ω − (ǫpσ − ǫqσ)

nqσ − npσ
−Kpqσ,rsτ

]

δPrsτ(ω) = bpqσ(ω) . (1.40)
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We can solve this equation at each frequency ω and so calculate the response of each property a
at that frequency. But we would like to go further and have an SOS-type formula so that we can
extract excitation energies and their associated oscillator strengths.

After some algebra and assuming occupation numbers equal to 0 or 1 and real orbitals, it can be
shown [2] that Eq. (1.40) can be rewritten as,

{

ω

[

−1 0

0 +1

]

−

[

A B

B
∗

A
∗

]}(

δP(ω)
δP∗(ω)

)

=

(

b(ω)
b∗(ω)

)

, (1.41)

where

Aiaσ,jbτ = δσ,τδi,jδa,b(ǫaσ − ǫiσ) +Kiaσ,jbτ

Biaσ,jbτ = Kiaσ,bjτ . (1.42)

(Matrices have been distinguised from vectors by putting the matrices in bold italic.)
At an excitation frequency, the response the density matrix is infinite even if the perturbation is

finite. This means that the excitation frequency must satisfy the pseudo-eigenvalue problem,

[

A B

B A

](

XI

YI

)

= ωI

[

+1 0

0 −1

](

XI

YI

)

. (1.43)

One way to solve this equation is to rewrite it as a true eigenvalue problem, ΩFI = ω2
IFI , where

Ω = (A−B)1/2(A + B)(A−B)1/2 and FI = (A−B)−1/2(XI + YI). This still leads to eigenvalue
problems which rapidly become too large to solve by ordinary means. However the lowest several
eigenvalues and eigenvalues may be solved using the iterative block Davidson Krylov space method
[59, 60, 61, 62]. These iterations are usually plainly evident in the output of programs performing
LR-TDDFT calculations. Oscillator strengths may be calculated using the formula [10],

fI =
2

3

∑

q=x,y,z

|q†(A−B)1/2F|2 . (1.44)

1.3.3 TDA-TDDFT

The Tamm-Dancoff approximation (TDA) to the linear response equation is

AXI = ωIXI . (1.45)

The TDA often gives results which are a good approximation to full LR-TDDFT results around the
equilibrium geometry of the molecule with somewhat less computational effort (especially for hybrid
functionals.) However we lose the polarizablity sum rule [Eq. (1.33)] and the Thomas-Reiche-Kühn
(TRK) sum rule, which says that the oscillator strengths sum to the number of electrons in the
system,

∑

I fI = N . These are perhaps not such a great loss since we rarely have a complete set of
oscillator strengths (even in a finite basis calculation) to use in the sum-over-states expression for
the dynamic polarizability. Also the TRK sum rule is only strictly valid in the limit of a complete
basis set and TRK basis set requirements are not the same in practice as those needed to calculate
polarizabilities and excitation spectra [4].

Most importantly the TDA actually seems to give better excited-state potential energy surfaces
than does a full linear-response calculation [63, 30, 64]. While this may seem strange for an “approx-
imation,” the reason for this better behavior is that the quality of the excitation energies obtained



16 CHAPTER 1. TDDFT FOR EXCITED STATES

in response theory depends upon the quality of the description of the ground state problem which
in DFT depends in turn on the quality of the xc-functional and there can be problems with the
xc-functional for the ground state. In particular, broken symmetry solutions should not occur for
ground states which are closed-shell singlets when the xc-functional is exact but do occur for ap-
proximate xc-functionals. In the later case, there is a theorem [30] which says that one of the triplet
LR-TDDFT excitation energies will go to zero and then become imaginary at geometries where
symmetry breaking occurs. The TDA circumvents this “triplet instability problem” by decoupling
the excited-state problem from the ground-state problem. Exactly how this happens is difficult to
see in TDDFT except by direct calculation but is easy to understand in TDHF. That is because
TDA-TDHF is the same as CIS which, as a variational method, forbids collapse of the excitation
energies to unphysical values.

1.3.4 Analytic Gradients

An important aspect of quantum chemistry is the ability to calculate analytic gradients, permitting
automatic geometry optimizations and providing on-the-fly forces for ab initio molecular molecular
dynamics calculations. Developping the mathematics necessary to implement these for conventional
quantum chemistry methods has been a considerable tour de force which is described at length in
Ref. [65]. This work has been paralleled for DFT and the basic methodology for the computation of
TDDFT analytic gradients has now been implemented in a number of codes [66, 67, 68, 69, 70, 71, 72].
I describe the basic ideas briefly here for TDA-TDDFT calculations which in any event is the method
I recommend for calculating excited-state PESs.

We want to take analytic derivatives of excited-state energies with respect to a parameter which we
will call η, and the most important example of η is a geometric parameter associated with a force. The
excited state energy can be written as, EI = E0 + h̄ωI , hence ∂EI/∂η = ∂E0/∂η + h̄∂ωI/partialη.
Thus we need to be able to take analytic derivatives of both the ground state and of the TDA
excitation energy. We will not separate space and spin in this subsection.

In quantum chemistry calculations, the molecular orbitals (MOs), ψs, are expanded in a ba-
sis of atomic orbitals (OAs), χµ: ψs(r) =

∑

µ χµ(r)cµ,s. (In this subsection, the MO indices in-
clude spin.) When the parameter η varies, the AOs, χµ, and the MO coefficients in the AO ba-
sis, cµ,s, both vary. We would like to separate these two types of η-dependent variations and,
if possible, eliminate any derivatives with respect to the cµ,s since these are costly to calculate.
To carry out our program we develop, ∂ψs/∂η = ψη

s +
∑

µ ψrU
η
r,s. In general, the superscript η

is reserved for a derivative over AOs at constant cµ,s giving so-called “core” or “skeleton” terms.
So, ψη

s =
∑

µ(∂χµ/∂η)cµ,s . However an exception is the matrix Uη of coupled perturbed coeffi-
cients which is defined by,

∑

ν χν∂cν,s/∂η =
∑

r ψrU
η
r,s. It follows that, Uη

r,s =
∑

µ,ν c
∗
µ,rSµ,ν∂cν,s/∂η,

where, Sµ,ν = 〈χµ|χν〉 , is the AO overlap matrix. Taking the functional derivative of the MO or-
thonormality relation, δr,s = 〈ψr|ψs〉 =

∑

µ,ν c
∗
µ,rSµ,νcν,s , leads to what I call the “turnover rule,”

Uη,∗
q,p = −Uη

p,q − S
η
p,q . For real coupled perturbed coefficients, Uη

p,p = −Sη
p,p/2 .

It is now straightforward to take the derivative of the energy expression to obtain, ∂E/∂η =
Eη −

∑

µ,ν S
η
µ,νWν,µ, where, Wµ,ν =

∑

i cµ,iǫinic
∗
ν,i is the energy-weighted density matrix. The first

term is the Hellmann-Feynman force. In wave function terms, Eη = 〈Ψ|(∂Ĥ/∂η)|Ψ〉 . The second
term is the Pulay force. It is there because the AOs move with the nuclei and it is necessary to
ensure that the calculated forces are zero when the calculated energy is a minimum. Since the
coupled perturbed coefficients do not enter into the calculation of the first analytic derivative, the
calculation of this derivative is finally really relatively trivial.

Second analytical derivatives for the ground state (not discussed here) and first analytical deriva-
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tives of the TDA-TDDFT excitation energies require us to solve a coupled perturbed equation for
the Uη

p,q. Recognizing that,

∂Pq,p

∂η
= Uη

q,pnp + Uη,∗
p,q nq = Uη

q,p(np − nq)− Sq,pnq , (1.46)

we should anticipate an equation similar to the LR-TDDFT equations already found. This is indeed
the case for, instead of Eq. (1.40), we find upon differentiating the MO eigencondition, Fp,q = δp,qǫq ,
that,

∑
(

δp,p′δq,q′
ǫq − ǫp
nq − np

+Kpq,p′q′

)

(nq′ − np′)U
η
p′,q′ = F η

p,q − S
η
p,qǫq −

∑

Kpq,p′q′np′S
η
p′,q′ . (1.47)

However it is clear from the turnover rule that there are many linear-dependencies among the coupled
pertubed coefficients. By working a little harder, we arrive at the equation,

∑

Aai,bjU
η
bj = B0

ai , (1.48)

for the nonredundant coupled perturbed coefficients, where

Aai,bj = δi,jδa,b
ǫi − ǫa
ni − na

− (Kai,jb +Kai,bj)

B0
ai = F η

ai − S
η
aiǫi −

∑

Kai,kjS
η
jk , (1.49)

and I am using the MO index convention,

abc · · · fgh
︸ ︷︷ ︸

unoccupied

ijklmn
︸ ︷︷ ︸

occupied

opq · · ·xyz
︸ ︷︷ ︸

free

. (1.50)

The redundant coupled perturbed coefficients may be calculated from the nonredundant coefficients
by using the expression,

Uη
p,q =

1

ǫq − ǫp

[

F η
p,q − S

η
p,qǫq −

∑

Kpq,jkS
η
jk +

∑

(Kpq,bj +Kpq,jb)U
η
bj

]

. (1.51)

It follows from the eigencondition (1.45) that the derivative of the TDA-TDDFT excitation energy
is, ∂ω/∂η =

∑
X∗

ia(∂Aia,bj/∂η)Xjb . This can be further developped as,

∂ω

∂η
= ωη −

∑

MklS
η
kl +

∑

LckU
η
ck , (1.52)

where,

Mkl =
∑

X∗
iaXjb (Kab,kl −Kji,kl −Gia,bj,kl)S

η
kl

Lck =
∑

X∗
iaXjb [(Kab,kc +Kab,ck)− (Kji,kc +Kji,ck) + (Gia,jb,ck +Gia,bj,kc)]U

η
ck . (1.53)

These are the same as for CIS except for the appearance of the term, Gpq,p′q′,p”q” = (∂Kpq,p′q′/∂Pp”q”) ,
which is zero in CIS but involves a triple functional derivative of the xc-functional in TDDFT.

Direct implementation of Eq. (1.52) for calculation of geometric derivatives implies the solution
of the coupled perturbed equation (1.48) for each geometric degree of freedom. As this would rapidly
become prohibatively expensive, it is fortunate that the coupled pertubed coefficients can be replaced
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Table 1.2: Summary of formulae within the two-orbital model (Fig. 1.3). Ii is minus the ionization
potential of orbital i. Aa is minus the electron affinity of orbital a. Aa(i

−1) is minus the electron
affinity of orbital a for the ion formed by removing an electron from orbital i. ωT , ωS, and ωM are,
respectively, i → a excitation energies to the triplet, singlet, and mixed symmetry states. ∆SCF
quantities are obtained by the usual multiplet sum procedure [73] except that a truncated Taylor
expansion of the xc-functional has been used in the DFT case. [63] The identification of Ii and Aa

in the TDDFT case is based upon OEP theory (Sec. 1.2.)

∆ SCF Hartree-Fock CIS (TDA-TDHF)
Ii = ǫi Ii = ǫi
Aa = ǫa Aa = ǫa
Aa(i

−1) = Aa − (aa|fH |ii) + (ai|fH |ia) Aa(i
−1) = Aa − (aa|fH |ii) + (ai|fH |ia)

ωM = ǫa − ǫi − (aa|fH |ii) + (ai|fH |ia) ωM = ǫa − ǫi − (aa|fH |ii) + (ai|fH |ia)
ωT = ωM − (ia|fH |ai) ωT = ωM − (ia|fH |ai)
ωS = ωM + (ia|fH |ai) ωS = ωM + (ia|fH |ai)

linearized ∆SCF DFT TDA-TDDFT
Ii = ǫi −

1
2
(ii|fH + f ↑,↑

xc |ii) Ii = ǫi
Aa = ǫa + 1

2
(aa|fH + f ↑,↑

xc |aa) Aa = ǫa + (aa|fH |ii) + (ai|f ↑,↑
xc |ia)

Aa(i
−1) = Aa − (aa|fH + f ↑,↑

xc |ii) Aa(i
−1) = Aa − (aa|fH |ii) + (ai|fH |ia)

ωM = ǫa − ǫi + 1
2
(aa− ii|fH + f ↑,↑

xc |aa− ii) ωM = ǫa − ǫi + (ai|fH + f ↑,↑
xc |ia)

ωT = ωM + (aa|f ↑,↑
xc − f

↑,↓
xc |ii) ωT = ωM − (ia|fH + f ↑,↓

xc |ai)
ωS = ωM − (aa|f ↑,↑

xc − f
↑,↓
xc |ii) ωS = ωM + (ia|fH + f ↑,↓

xc |ai)

by a Z-vector defined implicitly by,
∑
LckU

η
ck =

∑
ZckB

0
ck , and explicitly by solving the new coupled

perturbed equation,
∑
Aai,bjZbj = Lai . This is a great saving because this new coupled perturbed

equation is independent of the perturbation η and so need only be solved once for each geometry.
The difference between the reduced density matrix for the Ith excited state and the ground state

is given by,

γI
p,q − γ

0
p,q =

∂ωI

∂hq,p
=







−
∑
X∗

paXqa ; p, q both occupied
+
∑
X∗

iqXip ; p, q both unoccupied
Zp,q ; otherwise

, (1.54)

This allows the calculation of excited-state properties such as true dipole moments, rather than
just transition dipole moments, showing that such properties are also accessible from TDDFT. In
the past, some programs have made an approximation when calculating excited-state properties by
neglecting the Z-vector contribution to the excited-state reduced density matrix.

1.4 Example: Oxirane

Our recent work [64, 74] aimed at making TDDFT a viable tool for photodynamics calculations
is briefly reviewed here as an application of TDDFT. Some of the calculations are routine “safe”
applications, meaning that we are avoiding the known main problems of present-day TDDFT, namely:
(i) the underestimation of the ionization threshold [75, 76], (ii) the underestimation of charge transfer
excitation energies [77, 63, 78], and (iii) the lack of explicit two- and higher-electron excitations
[2, 8, 9, 10]. In contrast, the study of photochemical pathways is a demanding application for
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Figure 1.3: Two-orbital model.

TDDFT because of the apparent need for a coherent simultaneous description of several potential
energy surfaces (PESs) over a wide range of geometries which typically involve either or both the
formation of biradicaloid intermediates and charge transfer. Nevertheless TDDFT has a place in the
photochemical modeler’s toolbox – on condition that other methods such as complete active space
self-consistant field (CASSCF) calculations be used to validate and refine results from TDDFT for
the more difficult parts of photochemical processes. Viewed this way, our objective is to reduce the
need to fall back onto these more expensive traditional methods. The photochemical ring opening
of oxirane has been chosen for troubleshooting TDDFT photodynamics calculations because it is a
small enough molecule that we can carry out very high quality comparison calculations and because
it was felt that to be a simple case where TDDFT “ought to work.”

Figure 1.4 shows the generally high quality to be expected of geometries optimized by DFT,

Figure 1.4: Geometric parameters for oxirane obtained from Hartree-Fock (HF), pure DFT (LDA),
and hybrid DFT (B3LYP) compared with experiment. Note that the structure has C2v symmetry.
Adapted from Ref. [64].
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Table 1.3: Principal oxirane singlet excitation energies and oscillator strengths. Adapted from
Ref. [64].

Principal Singlet Excitation Energies (eV)
and Oscillator Strengths (in parentheses)

TDHF TDLDA TDB3LYP Expt. Assignmenta

9.14 (0.0007) 6.01 (0.0309) 6.69 (0.0266) 7.24(s)b,c,d 11B1[2b1(n)→ 7a1(3s)]
9.26 (0.0050) 6.73 (0.0048) 7.14 (0.0060) 7.45(w)c 21B1[2b1(n)→ 8a1(3pz)]
9.36 (0.0635) 6.78 (0.0252) 7.36 (0.0218) 7.88(s)b, 7.89(s)c 21A1[2b1(n)→ 3b1(3px)]
9.56 (0.0635) 7.61 (0.0035) 7.85 (0.0052)
9.90 (0.0478) 7.78 (0.0304) 8.37 (0.0505)
9.93 (0.0935) 8.13 (0.0014) 8.39 (0.0168)
8.15 (0.0405) 8.40 (0.0419)

12.27e 6.40e 7.68e 10.57f

aTDB3LYP. bGas phase UV absorption spectrum [79]. cObtained by a photoelectric technique [80].
dGas phase UV absorption spectrum [81]. eIonization threshold (−ǫHOMO). f Ionization potential
[82].

particularly for a “normal” organic molecule such as oxirane. In this case, HF underestimates CO
and CH bond lengths, but overestimates the COC bond angle. DFT leads to longer CO and CH bond
lengths and a smaller COC bond angle, giving results in better overall agreement with experiment.

Table 1.3 shows how the vertical stick spectrum of oxirane calculated using LR-TDHF, LR-
TDLDA, and LR-TDB3LYP compares against experimental excitation energies. Neither LR-TDHF
nor CIS (values not shown) is even remotely accurate enough to assign this spectrum. This is to be
contrasted with the LR-TDDFT calculations, which are of comparable computational difficulty, but
markedly better accuracy. Although some care must be taken not to over interpret those features
of the excitation spectrum which are close to or above the artificially low LR-TDDFT ionization
threshold at −ǫHOMO, the TDDFT calculations are in good enough agreement with experiment to
allow us to make a credible assignment of the three principal UV absorption peaks. The assignment of
the LR-TDB3LYP results is shown in Table 1.3 and is in agreement with the accepted interpretation
of the experimental spectrum[83].

Figure 1.5 shows a comparison of the LR-TDLDA and TDA-TDLDA C2v ring opening potential
energy curves of oxirane with those obtained from CASSCF and a high-quality diffusion quantum
Monte Carlo (DMC) calculation. This is not the expected photochemical reaction path, but was
chosen because the high symmetry facilitates analysis of the computed results. Before discussing
the figure, it is worth pointing out that the manner in which the non-DFT models were constructed
provides an excellent illustration of how TDDFT is often used in photochemical calculations. Analysis
of TDDFT excitation energies significantly shortened the time it would otherwise take to chose the
active space for CASSCF calculations. This same active space was then also used in the DMC
calculations (see Ref. [64] and references therein for additional details.) The very small differences
between the LR-TDLDA and TDA-TDLDA calculations for most of the states in the figure can be
explained by their Rydberg nature. In the two-level model, TDA excitation energies are always larger
than full LR excitation energies,

ω2
TDA,S − ω

2
LR,S = (ai|2fH + f ↑,↑

xc + f ↑,↓
xc |ia)

2 ≥ 0
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Figure 1.5: C2v ring opening curves: upper left, LR-TDLDA; upper right, TDA-TDLDA; lower left,
CASSCF; lower right, DMC. The energy zero has been chosen to be the ground state energy for the
60◦ structure. Note that the “negative excitation energies” for the LR-TDLDA 13B2 state relative to
the ground state are really imaginary excitation energies (triplet instability). On the other hand, the
slight negative excitation energy for the TDA-TDLDA 13B2 state around 120◦ is real. Also shown is
the TDLDA ionization threshold at −ǫHOMO. Adapted from Ref. [64].



22 CHAPTER 1. TDDFT FOR EXCITED STATES

O

C C

(1)

HH

H H

O

C C HH

H H

O

C C HH

H H

(2)

+

–

O

C C HH

H

H

(3)

O

C
C H

H

H

H

+

(4)

hν

Figure 1.6: Mechanism proposed by Gomer and Noyes [84].
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but the two-electron integrals are small when orbital a is diffuse. Thus the TDA and LR results are
essentially identical for Rydberg states. Inspection of Table 1.2 shows that the singlet and triplet
excitation energies just reduce to an orbital energy difference in this case.

Differences between the TDLDA and DMC curves are partly due to the proximity of the artificially-
low TDDFT ionization threshold and partly because the quality of the LDA ground state degrades
around 120◦. At this point, the 6a1(σ) HOMO interchanges with the 4b2(σ

∗) LUMO. In wavefunction
terms, the quasidegenerate 6a2

1(σ) and 4b22(σ
∗) states are expected to undergo an avoided crossing

here in what many will recognize as the signature of the breaking of the CC σ bond to form a
biradicaloid. This is exactly what happens in our CASSCF calculations where the avoided crossing
is essentially described by taking a linear combination of 6a2

1(σ) and 4b22(σ
∗) states. To the extent

that DFT is an exact single determinant theory, exact DFT should give us the exact ground state
curve without such artifices. However practical DFT uses approximate functionals and so inherits
some of the problems of the structurally similar HF model. The result is that the LDA ground state
curve has a cusp at around 120◦ (not shown because of convergence difficulties associated with a
small HOMO-LUMO gap in the vicinity of this geometry.) This suggests that there should be a
lower energy broken symmetry solution that mimics the underlying physics of the biradicaloid by
allowing each of the CC σ electrons to localize on a different carbon. Our hypothesis is confirmed
by the presence of an imaginary 3B2[a1(σ), b2(σ

∗)] excitation eneergy in the cusp region. Notice that
the energy of the associated 1B2[a1(σ), b2(σ

∗)] is also seriously underestimated.

Symmetry breaking is not typically something one would like to do in TDDFT. Putting aside the
fact that such symmetry breaking should not occur for the exact functional and that the amount
of symmetry breaking can be extremly sensitive to the choice of functional (it is larger for hybrid
functionals and less for the LDA and GGAs) and ignoring the fact that there may be more than
one way to break symmetry in a polyatomic molecule, the main problem with symmetry breaking
in TDDFT is that symmetry is very useful for assigning states. An alternative solution is simply
to make the TDA. As shown in the figure the TDA-TDLDA and DMC curves for the 3B2 state are
in remarkably good agreement. The agreement is not as good for the 1B2 state, but at least the
TDA-TDLDA curve is now in the right energy range, without the need to break symmetry.

Although symmetric CC ring-opening in oxirane is not infrequently used in advanced organic
chemistry courses to illustrate the application of the Woodward-Hoffmann rules for photochemical
reactivity, this photochemical process is not actually observed in unsubstituted oxirane. Our recent
work [74] applying mixed TDA-TDDFT/classical trajectory surface hopping dynamics [85] to oxi-
rane recovers the experimentally-derived ring-opening mechanism of Gomer and Noyes (Fig. 1.6.)
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Analysis of ring-opening trajectories shows that the 1[n, 3pz] Rydberg excitation transforms easily
into a 1[n, σ∗

CO] valence-type excitation, leading to facile CO bond breaking. The excited state tra-
jectory hops to the ground state at a conical intersection which corresponds roughly to a mixed
biradicaloid/carbonylide structure [(2) in Fig. 1.6.] The ground state molecule is vibrationally hot
and undergoes further hydrogen transfer and CC bond breaking reactions. This also is in line with
the Gomer-Noyes mechanism.

It is a fundamental tenet of chemical kinetics that experiment can never prove a mechanism, only
disprove hypotheses. In contrast, our photodynamics calculation produces a mechanism, provides
state-specific information about alternative pathways, and gives life-time information.

1.5 The Future

This chapter began by noting that there has been a paradigm change in quantum chemistry where
DFT has almost completely replaced HF for single determinant ground-state calculations and LR-
TDDFT (or TDA-TDDFT) has largely replaced LR-TDHF (or CIS) for excited-state calculations.
However there has also been a paradigm change in DFT as should be evident from Sec. 1.3 on TDDFT
technology – namely that DFT is taking on more and more of the aspects of traditional many-body
theory. It is perhaps not too far fetched to expect that the quantum chemistry of the future will
replace post-HF many-body theory calculations with post-DFT many-body theory calculations. The
state-of-the-art GW and Bethe-Salpeter equation calculations of present day solid-state physics are
certainly of this type [31]. Indeed quantum chemistry is currently expanding its frontiers to attack
problems in nanoscience where reconciliation with current trends in solid-state physics theory seems
both important and inevitable.

Acknowledgement

The assessment and development of TDDFT for photochemical modeling is the subject of two recent
theses [86, 87]. Grenoble work on this subject continues as part of the Réseau thématique de recherche
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